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TODAY'S ROADMAP

● Course Overview
● Four Easy Tasks
● Algorithms
● Human Imagination & Planning
● DNN-Augmented Search & Games
● Recursive Prompting
● Search-Augmented Language Models
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COURSE OVERVIEW
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Introductions
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gridspace.com

youtube.com/gridspaceinc
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Where we're headed

● What are the limitations of Large Language 
Models (LLMs)?

● What are tasks that traditional algorithms or the 
human brain can tackle that a language model 
cannot?

● How can an LLM be augmented to recover this 
capability?
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Objectives
● Show modern techniques for extending large language 

models to a wider range of speech and language tasks 
than next token prediction.

● Something for everyone; limited assumed knowledge
● Bi-Weekly challenge questions
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Audience & Prerequisites

● Excitement about ML & speech
● Some familiarity with the mathematical 

language of ML and language models
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Course Schedule

iap.gridspace.com
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Staff & Admin

● Course lead: Fulang Chen (PhD MIT '23)
● Course support: iap@gridspace.com
● Video Releases
● Meeting Invites
● YouTube Recordings
● Remote versus in California



GRIDSPACE CONFIDENTIAL @2022 ALL RIGHTS RESERVED

Structure

● Eight lectures over four units
● Bi-Weekly challenge questions
● Opportunity to present your work
● Wide span of topics. Call and response from 

fundamental science to practical applications.
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FOUR EASY TASKS
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PLANNING
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PLANNING MEMORY
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PLANNING MEMORY

PERCEPTION
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PLANNING MEMORY

PERCEPTION
LANGUAGE & 
SYMBOLIC 
REASONING
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ALGORITHMS
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HUMAN IMAGINATION & 
PLANNING
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https://www.chess.com/daily-chess-puzzle

https://www.chess.com/daily-chess-puzzle
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DNN-AUGMENTED
SEARCH & GAMES
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Silver, David, et al. "Mastering the game of go without human knowledge." 
nature 550.7676 (2017): 354-359.

Silver, David, et al. "Mastering chess and shogi by self-play with a general 
reinforcement learning algorithm." arXiv preprint arXiv:1712.01815 (2017).
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Meta Fundamental AI Research Diplomacy Team (FAIR)†, et al. 
"Human-level play in the game of Diplomacy by combining language 
models with strategic reasoning." Science 378.6624 (2022): 1067-1074.
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RECURSIVE PROMPTING
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Wei, Jason, et al. "Chain-of-thought prompting elicits reasoning in large 
language models." Advances in Neural Information Processing Systems 35 
(2022): 24824-24837.



GRIDSPACE CONFIDENTIAL @2023 ALL RIGHTS RESERVED

Yao, Shunyu, et al. "Tree of thoughts: Deliberate problem solving with large 
language models." arXiv preprint arXiv:2305.10601 (2023).
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Mialon, Grégoire, et al. "Augmented language models: a survey." arXiv 
preprint arXiv:2302.07842 (2023).
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SEARCH-AUGMENTED
LANGUAGE MODELS
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Zhang, Peitian, et al. "Retrieve anything to augment large language 
models." arXiv preprint arXiv:2310.07554 (2023).



GRIDSPACE CONFIDENTIAL @2023 ALL RIGHTS RESERVED



GRIDSPACE CONFIDENTIAL @2023 ALL RIGHTS RESERVED

Mnih, Volodymyr, et al. "Playing atari with deep reinforcement learning." 
arXiv preprint arXiv:1312.5602 (2013).
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Russell, Stuart J., and Peter Norvig. Artificial intelligence a modern 
approach. London, 2010.
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Exercises

- Hallucinations are a major problem with LLM generations. What are 
strategies for maximizing truthfulness of model outputs?

- How might you align an LLM to play a novel abstract strategy game using 
only a description of the rules?

- Stockfish is currently the most powerful chess engine by rating. Based on 
your own research, how much of this power can be attributed to machine 
learning versus non-ML algorithms.
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