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TODAY'S ROADMAP

Course Overview

Four Easy Tasks

Algorithms

Human Imagination & Planning
DNN-Augmented Search & Games
Recursive Prompting
Search-Augmented Language Models

GRIDSPACE CONFIDENTIAL @2022 ALL RIGHTS RESERVED



COURSE OVERVIEW




Introductions
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gridspace.com

youtube.com/gridspaceinc
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Where we're headed

What are the limitations of Large Language
Models (LLMs)?

What are tasks that traditional algorithms or the
human brain can tackle that a language model
cannot?

How can an LLM be augmented to recover this
capability?
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Objectives

Show modern techniques for extending large language
models to a wider range of speech and language tasks
than next token prediction.

Something for everyone; limited assumed knowledge
Bi-Weekly challenge questions
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Audience & Prerequisites

e Excitement about ML & speech
e Some familiarity with the mathematical
language of ML and language models




PLANNING

MEMORY

PERCEPTION

LANGUAGE

Course Schedule

Jan 8

Anthony: Can
LLMs plan?

15 16

Martin Luther
King Jr. Day

Nick: Can LLMs
remember?

22

Jeremy: What do
LLMs Perceive?

29

Cole&Fulang:
Philosophy of
Generative
Linguistics vs.
LLMs

WEDNESDAY THURSDAY

10 11

‘Wonkyum: Tools

for LLM Planning

18

Lokman: Tools for

LLM Memory

25

Phoebe: Tools for
LLM Perception

Feb 1

Cooper: Tools for
LLM
Conversations

iap.gridspace.com

2

Cole: Can LLMs
do math proofs?
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SATURDAY




Staff & Admin

Course lead: Fulang Chen (PhD MIT '23)
Course support: iap@gridspace.com
Video Releases

Meeting Invites

YouTube Recordings

Remote versus in California
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Structure

Eight lectures over four units

Bi-Weekly challenge questions

Opportunity to present your work

Wide span of topics. Call and response from
fundamental science to practical applications.
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FOUR EASY TASKS
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PLANNING
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PLANNING MEMORY
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PLANNING MEMORY

PERCEPTION
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PLANNING MEMORY

LANGUAGE &
PERCEPTION SYMBOLIC

REASONING
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ALGORITHMS
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6 )250

How to Do Long Division
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(Data Structures
1

1 ]
Simple Data Structures] (Compound Data Structures
| 1

| |
Array |  (Structure)  (Linear) (Non-Linear
I

|
Stack ueue ]| Linked List
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‘ THOMAS H.CORMEN
CHARLES E. LEISERSON
RONALD L. RIVEST

\ CLIFFORD STEIN

THIRD EDITION

N
“\

INTRODUCTION TO

ALGORITHMS
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HUMAN IMAGINATION &

PLANNING




https://www.chess.com/daily-chess-puzzle
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https://www.chess.com/daily-chess-puzzle
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MAX
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DNN-AUGMENTED

SEARCH & GAMES




Expand and evaluate € Backup

Silver, David, et al. "Mastering the game of go without human knowledge."
nature 550.7676 (2017): 354-359.

Silver, David, et al. "Mastering chess and shogi by self-play with a general
reinforcement learning algorithm." arXiv preprint arXiv:1712.01815 (2017).
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A Intent model training

Board state & history
ENG:Do you want NTH to support BEL?
FRA: No, BEL is moving to HOL

ENG: Alright i'll support you in

C Dialogue model fraining

Dialogue history ENG-FRA
- J

Intent model

ENG:NTH S BEL»HOL, ...
FRA:BEL+ HOL, ...

Only trained on “truthful”
situations where a zero-shot
lie detector says the player

-

Board state & history

FRA:No, BEL is moving to HOL

ENG: ...

L Dialogue history ENG-FRA

ENG:Do you want NTH to support BEL?

=5

Dialogue model

ENG:Alright, I'll
support you in

B Intent annotation

Board state & history

ENG: Do you want NTH to support BEL? oH

FRA:No, BEL is moving to HOLg.

A'ﬁnotated
" intents

ENG:NTH SBEL, ...
FRA:BELH, ...

ENG: Alright i'll support you in 'Y

ENG:...
FRA:...

wasn't lying about their orders.

ENG:NTH S BEL»HOL, ...

O FRA:BEL > HOL, .

J

Meta Fundamental AI Research Diplomacy Team (FAIR)1, et all.

L Dialogue history ENG-FRA

D Dialogue model inference

Board state & history

FRA: No, | need to move to MAO
to protect against Italy

ENG:"

S Dialogue history ENG-FRA

ENG:...
FRA:...

— D

ENG:Bounce in the English Channel?

ENG:Do you want NTH
to support BEL?

Artificially injected
agreement

s Intent model

Dialogue model

ENG:Okay, I'll move
to North Sea then.

ENG:LON + NTH, ...
FRA:BRE+ MAQ, ...

D
J

LEGEND

ENG:...
FRA:..

Planned moves
(intents)

—>
Model inputs

Training targets

"Human-level play in the game of Diplomacy by combining language
models with strategic reasoning." Science 378.6624 (2022): 1067-1074.
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RECURSIVE PROMPTING




Standard Prompting Chain-of-Thought Prompting

Q: Roger has 5 tennis balls. He buys 2 more cans of Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now? tennis balls does he have now?

A: The answer is 11. ans : s balls
The answer is 11.

Q: The cafeteria had 23 apples. If they used 20 to
make lunch and bought 6 more, how many apples Q: The cafeteria had 23 apples. If they used 20 to
kdo they have? make lunch and bought 6 more, how many apples

) Co they have?

A: The answer is 27. x A

answeris 9. J

Figure 1: Chain-of-thought prompting enables large language models to tackle complex arithmetic,
commonsense, and symbolic reasoning tasks. Chain-of-thought reasoning processes are highlighted.

Wei, Jason, et al. "Chain-of-thought prompting elicits reasoning in large
language models." Advances in Neural Information Processing Systems 35
(2022): 24824-24837.
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Ma]onty vote
Output

(a) Input-Output (c) Chain of Thought (c) Self Consistency (ToT)
Prompting (I0)  Prompting (CoT) with CoT (CoT-SC) (d) Tree of Thoughts (ToT

Figure 1: Schematic illustrating various approaches to problem solving with LLMs. Each rectangle
box represents a thought, which is a coherent language sequence that serves as an intermediate

step toward problem solving. See concrete examples of how thoughts are generated, evaluated, and
searched in Figures 2,4,6.

Yao, Shunyu, et al. "Tree of thoughts: Deliberate problem solving with large
language models." arXiv preprint arXiv:2305.10601 (2023).

GRIDSPACE CONFIDENTIAL @2023 ALL RIGHTS RESERVED



Question: A needle 35 mm long rests on a water surface at 20 o C. What force over and above the
needle’s weight is required to lift the needle from contact with the water surface? o = 0.0728m.
<work>

o = 0.0728N/m
oc=F/L

0.0728 = F/(2 x 0.035)
F = 0.0728(2 x 0.035)

calculate.py

ne

f = 0.0728%(2%0.035)
with open("output.txt", "w") as file:
file.write(str(round(f, 5)))

"

«run: calculate.py»
«read: output.txt»
0.0051

</work>

Answer: F = 0.00561N

J

Figure 4: Working memory example from Taylor et al. (2022). This prompt and its output are seen during
LM pre-training.

Mialon, Grégoire, et al. "Augmented language models: a survey." arXiv
preprint arXiv:2302.07842 (2023).
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SEARCH-AUGMENTED

LANGUAGE MODELS




Capability boundary

T
| |

Knowledge Tool ICL Example Memory

L L H

Knowledge base  Tool bench ~ Example store Memory store

Knowledge Tool Example Memory
Retriever Retriever Retriever Retriever

Figure 1: Confront the threefold inherent boundaries of LLMs
on top of retrieval augmentation.

Zhang, Peitian, et al. "Retrieve anything to augment large language
models." arXiv preprint arXiv:2310.07554 (2023).
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Algorithm 1 Deep Q-learning with Experience Replay
Initialize replay memory D to capacity [N
Initialize action-value function () with random weights
for episode = 1, M do
Initialise sequence s; = {x; } and preprocessed sequenced ¢; = ¢(s1)
fort =1,T do
With probability € select a random action a;
otherwise select a; = max, Q*(¢(st), a;0)
Execute action a; in emulator and observe reward r; and image z; 1
Set s;+1 = S¢, a4, x441 and preprocess ¢y 1 = O(S¢4+1)

Store transition (¢, as, ¢, Pry1) in D
Sample random minibatch of transitions (¢;, a;,7;, $j4+1) from D
Seby =4 T for terminal ¢;1,
J r; +vmaxy Q(¢j+1,a’;0)  for non-terminal ¢, 4q
Perform a gradient descent step on (y; — Q(¢;, a;; 0))* according to equation 3
end for
end for

Mnih, Volodymyr, et al. "Playing atari with deep reinforcement learning.”
arXiv preprint arXiv:1312.5602 (2013).
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(a)

Two searches on the same grid: (a) an A* search and (b) a weighted A* search with weight W = 2. The
gray bars are obstacles, the purple line is the path from the green start to red goal, and the small dots are
states that were reached by each search. On this particular problem, weighted A* explores 7 times fewer
states and finds a path that is 5% more costly.

Russell, Stuart J., and Peter Norvig. Artificial intelligence a modern
approach. London, 2010.
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Exercises

- Hallucinations are a major problem with LLM generations. What are
strategies for maximizing truthfulness of model outputs?

- How might you align an LLM to play a novel abstract strategy game using
only a description of the rules?

- Stockfish is currently the most powerful chess engine by rating. Based on
your own research, how much of this power can be attributed to machine
learning versus non-ML algorithms.
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