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Can LLMs Remember
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Questions from last time
In real-world, life does not always go planned. How LLM can address this problem when LLM does planning?

There are many approaches for this. 
1. If we keep feed real-time information to LLM, it can adjust plans and recommendations as new information becomes 

available. 
2. As LLMs are exposed to more data over time, LLM can improve planning with real-world feedback. 
3. A human-in-the-loop approach ensures that human experience and intuition are also considered in the planning process.

Some approaches of LLM planning, list many actions and evaluate them and select. It might require huge 
computation, are there any way to reduce this waste of computation?

1. You can eliminate less promising actions from consideration by implementing heuristics or rules-of-thumb . Heuristics can 
be based on past data, domain knowledge, or predefined criteria. 

2. Cache results of common queries or evaluations so they can be reused in similar future scenarios. This reduces the need to 
recompute the same information. 

3. Instead of evaluating all actions simultaneously, process them incrementally. Start with a smaller set of actions, evaluate 
them, and then decide whether further analysis is needed. This approach can reduce the computational load.
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Let’s play a game! 
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Say “repeat” if the number on screen 
matches the number 3 steps earlier 

1 2 3 1 …
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How many repeats did you get?
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How many repeats did you get?
There are 6



GRIDSPACE CONFIDENTIAL @2024 ALL RIGHTS RESERVED

What we just did

n-back task
(One way to measure memory)

1 2 3 1 …

3-back 
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Question
How do we test an LLMs memory? 
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Question
How do we normally test an LLMs memory? 
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What usually happens…
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They are both “Memory”
but not quite the same 
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Working memory (WM) Long Term Memory (LTM)

Declarative/Explicit Non-Declarative
/Implicit

Episodic Memory
(Events)

Semantic Memory
(Facts)

Skill 
Learning Priming

Conditioning

Human Memory
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Working memory
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Working memory

5

…, 3, 4, 5

A system for maintaining and manipulating active representations
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Working memory

Quick to recall Limited capacity Quick to forget

7 ± 2 items
or

Spoken in 2 sec

…, 3, 4, 
5

?!
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Testing Working memory
Span task

- The number of items that can be recalled with at least 50% accuracy

493759
569375937

43808945679126789453678
0962020987487

0988
45
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Testing Working memory
N-Back task

- Identify whether there is a repeat to a stimulus n-steps ago
- The higher then n the harder

1 2 3 1 …

3-back 
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Human performance Jaeggi et. al. (2010)
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What about LLMs?
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ChatGPT and the span task
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ChatGPT and the 3-back task

- 4/6  true repeats
- 3 False repeats

…not that great
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I tried again

⅙ correct
4 false calls 
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I tried again
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I tried again

- 1/6  true repeats
- 4 False repeats

…Even worse!
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What are LLMs doing?
(The language modeling task)

Mary had a little _____

Context
(From this…)

Predict this
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What are LLMs doing?
(The language modeling task)

Mary had a little LAMB

Context
(From this…)
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Mary had a little LAMB

The attention* mechanism

*Causal attention
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Mary had a little _____

Context as ‘working memory’
(sort of)

Predict this

Context
(From this…)Working memory
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Do LLMs have Working Memory?
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Do LLMs have Working Memory?

YES!
 

It COULD be better than a 
humans?
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Episodic memory
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“Co-occurring features in space & time”

(What, When, Where)
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Episodic memory

Tagged with spatial 
and temporal context

Experienced 
personally

Learned in 
single exposure
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Episodic memory

Degrades with time
and new information

Emotions affect
vividness (not accuracy)

E.g. Memory of tragediesOur brain reconstructs the 
missing pieces

😡🤩
😱😍
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What about LLMs?
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Asking an LLM on past conversations
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Language modeling
(Revisited)

Context
(From this…)

Predict this

Mary had a little _____
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Mary had a little DONKEY

Previous tokens are given to the LLM

tokens from 
past turns
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Language modeling
(Revisited)

Context
(From this…)

Predict this

Working memory

Mary had a little _____
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Language modeling
(Revisited)

Mary had a little _____

Context
(From this…)

Predict this

Working memory

& episodic 

memory
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Limitations

Eventually, we will reach the maximum 
context length

Hello LLM, I am here to rant about … blah blah blah blah blah blah blah blah blah blah blah blah blah blah blah blah blah blah blah 
blah blah blah blah blah blah blah blah blah blah blahblah blah blah blah blah blah blah blah blah blahblah blah blah blah blah blah 
blah blah blah blahblah blah blah blah blah blah blah blah blah blahblah blah blah blah blah blah blah blah blah blahblah blah blah 
blah blah blah blah blah blah blahblah blah blah blah blah blah blah blah blah blahblah blah blah blah blah blah blah blah blah 
blahblah blah blah blah blah blah blah blah blah blahblah blah blah blah blah blah blah blah blah blahblah blah blah blah blah blah 
blah blah blah blahblah blah blah blah blah blah blah blah blah blahblah blah blah blah blah blah blah blah blah blahblah blah blah 
blah blah blah blah blah blah blahblah blah blah blah blah blah blah blah blah blah blah blah blah blah blah blah blah blah blah blah 
blah blah blah blah blah blah blah blah blah blah blah blah blah blah blah blah blah blah blah blahblah blah blah blah blah blah blah 
blah blah blahblah blah blah blah blah blah blah blah blah blahblah blah blah blah blah blah blah blah blah blahblah blah blah blah 
blah blah blah blah blah blahblah blah blah blah blah blah blah blah blah blahblah blah blah blah blah blah blah blah blah blahblah 
blah blah blah blah blah blah blah blah blahblah blah blah blah blah blah blah blah blah blahblah blah blah blah blah blah blah blah 
blah blahblah blah blah blah blah blah blah blah blah blahblah blah blah blah blah blah blah blah blah blahblah blah blah blah blah 
blah blah blah blah blahblah blah blah blah blah blah blah blah blah blahblah blah blah blah blah blah blah blah blah blahblah blah 
blah blah blah blal blah blah blah blah blah blah blah blah blah blah blah blahblah blah blah blah blah blah blah blah blah blahblah 
blah blah blah blah blah blah blah blah blahblah blah blah blah blah blah blah blah blah blahblah blah blah blah blah blah blah blah 
blah blahblah blah blah blah blah blah blah blah blah blahblah blah blah blah blah blah blah blah blah blahblah blah blah blah blah 
blah blah blah blah blahblah blah blah blah blah blah blah blah blah blahblah blah blah blah blah blah blah blah blah blahblah blah 
blah blah blah blah blah blah blah blahblah blah blah blah blah blah blah blah blah blahblah blah blah blah blah blah blah blah blah 
blahblah blah blah blah blah blah blah blah blah blahblah blah blah blah blah blah blah blah blah blah

????????
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Limitations

Eventually, we will reach the maximum 
context length

Hello LLM, I am here to rant about … blah blah blah blah blah blah blah blah blah blah blah blah blah blah blah blah blah blah blah 
blah blah blah blah blah blah blah blah blah blah blahblah blah blah blah blah blah blah blah blah blahblah blah blah blah blah blah 
blah blah blah blahblah blah blah blah blah blah blah blah blah blahblah blah blah blah blah blah blah blah blah blahblah blah blah 
blah blah blah blah blah blah blahblah blah blah blah blah blah blah blah blah blahblah blah blah blah blah blah blah blah blah 
blahblah blah blah blah blah blah blah blah blah blahblah blah blah blah blah blah blah blah blah blahblah blah blah blah blah blah 
blah blah blah blahblah blah blah blah blah blah blah blah blah blahblah blah blah blah blah blah blah blah blah blahblah blah blah 
blah blah blah blah blah blah blahblah blah blah blah blah blah blah blah blah blah blah blah blah blah blah blah blah blah blah blah 
blah blah blah blah blah blah blah blah blah blah blah blah blah blah blah blah blah blah blah blahblah blah blah blah blah blah blah 
blah blah blahblah blah blah blah blah blah blah blah blah blahblah blah blah blah blah blah blah blah blah blahblah blah blah blah 
blah blah blah blah blah blahblah blah blah blah blah blah blah blah blah blahblah blah blah blah blah blah blah blah blah blahblah 
blah blah blah blah blah blah blah blah blahblah blah blah blah blah blah blah blah blah blahblah blah blah blah blah blah blah blah 
blah blahblah blah blah blah blah blah blah blah blah blahblah blah blah blah blah blah blah blah blah blahblah blah blah blah blah 
blah blah blah blah blahblah blah blah blah blah blah blah blah blah blahblah blah blah blah blah blah blah blah blah blahblah blah 
blah blah blah blal blah blah blah blah blah blah blah blah blah blah blah blahblah blah blah blah blah blah blah blah blah blahblah 
blah blah blah blah blah blah blah blah blahblah blah blah blah blah blah blah blah blah blahblah blah blah blah blah blah blah blah 
blah blahblah blah blah blah blah blah blah blah blah blahblah blah blah blah blah blah blah blah blah blahblah blah blah blah blah 
blah blah blah blah blahblah blah blah blah blah blah blah blah blah blahblah blah blah blah blah blah blah blah blah blahblah blah 
blah blah blah blah blah blah blah blahblah blah blah blah blah blah blah blah blah blahblah blah blah blah blah blah blah blah blah 
blahblah blah blah blah blah blah blah blah blah blahblah blah blah blah blah blah blah blah blah blah

????????We will discuss 
workarounds this next time
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Do LLMs have Episodic Memory?
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Do LLMs have Episodic Memory?

¯\_(ツ)_/¯
Unclear
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Semantic memory
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Remember this?
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Semantic memory

General knowledge
(“I Know”)

Can be gained 
information
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Semantic memory

Includes statistical 
memory

Strengthened by 
repetition

Tick-Tock
vs

Tock-Tick
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LLMs?
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Who is the first 
president of the 
United States?

George 
Washington
 

Who is the first 
president of the 
United States? 

George 
Washington.

Input Output
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Who is the first 
president of the 
United States?

George 
Washington
 

Who is the first 
president of the 
United States? 

George 
Washington.

Information ‘stored’ in 
parameters

Input Output
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It is not perfect
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It is not perfect

This is from the 7th chapter of the 
book
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What went wrong

Six years have passed since I resolved on my present undertaking. I can, …..

Six years had elapsed, passed in a dream but for one indelible trace, …

ChatGPT (Middle of Chapter 7)

Actual paragraph (Chapter 1, paragraph 5)
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Questions can also mislead

This was in June 2023
The same prompt no longer works!

*There are 706 survivors

https://flyingbisons.com/blog/hallucinations-of-chatgpt-4-even-the-most-powerful-tool-has-a-weakness

https://flyingbisons.com/blog/hallucinations-of-chatgpt-4-even-the-most-powerful-tool-has-a-weakness
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Questions can also mislead

This was in June 2023
The same prompt no longer works!

This prompt no 

longer works!

https://flyingbisons.com/blog/hallucinations-of-chatgpt-4-even-the-most-powerful-tool-has-a-weakness

https://flyingbisons.com/blog/hallucinations-of-chatgpt-4-even-the-most-powerful-tool-has-a-weakness


GRIDSPACE CONFIDENTIAL @2024 ALL RIGHTS RESERVED

Do LLMs have Semantic Memory?
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Do LLMs have Semantic Memory?

YES
(With similar flaws to human memory)
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What about writing things down?
Reading from a book?
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Information Retrieval
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Reversed Index
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The BM25 algorithm
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The BM25 algorithm (roughly)

upweight 
infrequent 

query 
words

Count co-occurrence of words 
in query and document

Normalize by document length
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Vector space search

Query

Document

[0.234, 0.02 ,... ]

[0.234, 0.02 ,... ]

Document 2 [0.123, 0.052 ,... ]Model

1. Use an LLM to turn sentences into vectors.
2. Find the vector with the smallest angle (Cosine Similarity)
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Exercises
1. Why do you think ChatGPT did poorly on the 3-back task, even though it 

supposedly has superior memory to humans?

2. As LLMs get larger and larger, and trained with more and more data. How 
would you expect the models to perform on each of the memory categories?

3. LLM memorizing certain data can be a concern (e.g. private data, copyrighted 
data). What are some ways to alleviate this.
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