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Exercises:
● Mistral-7B-v0.1 uses sliding window attention. What’s its 

window length & number of layers? What’s its theoretical 
attention span? Ans: W=4096, L=32, theoretical span 128k

● Can you suggest some reasons that the attention span in 
practice is lower than theoretical span? How to remedy? Ans: 
model was not actually exposed to such long texts during 
training. Train with longer texts may help

● What are some of the pain points of depending on third-party 
search engines? Ans: $$$, they may queue us/impose quota, 
their server may not be available, their updates may cause 
unexpected change on our side

https://huggingface.co/docs/transformers/main/en/model_doc/mistral
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Perception
noun
per· cep· tion /pərˈsepSH(ə)n/

1. the ability to see, hear, or become aware of 
something through the senses.
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Visual Perception
noun
vis· u· al per· cep· tion /ˈviZHəlˈpərˈsepSH(ə)n/

1. the ability to see, through the sensation of light
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Visual Perception
noun
vis· u· al per· cep· tion /ˈviZHəlˈpərˈsepSH(ə)n/

1. the ability to see, through the sensation of light.
2. the organization, identification, and interpretation 

of light
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Perception
noun
per· cep· tion /pərˈsepSH(ə)n/

1. the ability to see, hear, or become aware of 
something through the senses.

2. the organization, identification, and 
interpretation of sensory information
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Can ML models perceive? 
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Can ML models organize and interpret information? 
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Can ML models organize and interpret information like 
humans? 
 

CNN “Avocado” 
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Overview

● Do ML models perceive like humans?
● Approach 1: Naive approach
● Approach 2: Psychological approach
● Approach 3: Neuroscience approach
● Improving methods
● Op-ed
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Is CLIP Fooled by Optical Illusions?
Jerry Ngo, Swami Sankaranarayanan, & Phillip Isola. (2023).
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Is CLIP Fooled by Optical Illusions?
Jerry Ngo, Swami Sankaranarayanan, & Phillip Isola. (2023).

Neural Networks Trained on Natural 
Scenes Exhibit Gestalt Closure
Been Kim, Emily Reif, Martin Wattenberg, Samy Bengio, & Michael C. Mozer. (2020).
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Is CLIP Fooled by Optical Illusions?
Jerry Ngo, Swami Sankaranarayanan, & Phillip Isola. (2023).

Neural Networks Trained on Natural 
Scenes Exhibit Gestalt Closure
Been Kim, Emily Reif, Martin Wattenberg, Samy Bengio, & Michael C. Mozer. (2020).

Deep convolutional networks do not 
perceive illusory contours
Baker, N., Kellman, P.J., Erlikhman, G., & Lu, H. (2018). 
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Ask the model! (gemini-pro)
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Which line appears longer?

0 : 0
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Which line appears longer?

Both lines are the same length.

1 : 0
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What is the name of this image?
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What is the name of this image?

The name of this image is the 
Muller-Lyer illusion.

1 : 0
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What is perceived in the image?

1 : 0
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What is perceived in the image?

The upper arrow appears longer than 
the lower arrow. However, they are the 
same length.

1 : 1
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What is perceived in the image?
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What is perceived in the image?

Two parallel lines of different 
lengths.

1 : 2
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Which line is longer?

The top line appears longer.

2 : 3
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Which dot appears darker in the 
image?

2 : 3
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Which dot appears darker in the 
image?
Both the dots are of the same 
shade.

3 : 3
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What is perceived in the image?

3 : 3
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What is perceived in the image?

The perceived image is that the 
horizontal lines are not parallel.

3 : 4
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Are the horizontal lines parallel?

3 : 4
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Are the horizontal lines parallel?

4 : 4

Yes. The horizontal lines are 
parallel.
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What is perceived in the image?

4 : 4
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What is perceived in the image?

There are three faces. Each face 
has two eyes and a mouth.
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Can you see any triangles in the 
picture?
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Can you see any triangles in the 
picture?
There are no triangles in the 
picture. It's an optical illusion. 
The three shapes in the picture 
are actually circles.

6 : 4
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What is perceived in the image?

6 : 4
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What is perceived in the image?

The percept is of three 
overlapping mushrooms.

7 : 4
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Can you see any triangles in the 
picture?

7 : 4



GRIDSPACE CONFIDENTIAL @2022 ALL RIGHTS RESERVED

Can you see any triangles in the 
picture?

Yes. You can see three triangles.

8 : 4
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What is perceived in the image?

8 : 4
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What is perceived in the image?

The image is perceived as a Necker 
cube. This is a 3D optical illusion 
cube that appears to change its 
orientation when viewed.

8 : 5
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8 : 5
Image augmentation

More prompts

More models
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Overview

● Do ML models perceive like humans?
● Naive approach: Optical Illusions
● Approach 2: Psychological approach
● Approach 3: Neuroscience approach
● Improving methods
● Op-ed
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Same class

Metamers



CNN “Cat” 

Model metamers illuminate divergences between biological and 
artificial neural networks
Jenelle Feather, Guillaume Leclerc, Aleksander Madry, & Josh H. McDermott (2023)
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Takeaway
● Models learn different invariances from humans

● Methods to make invariances more 
human-like

● Different representational schemes can 
enable invariant classification
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Overview

● Do ML models perceive like humans?
● Naive approach: Optical Illusions
● Approach 2: Psychological approach
● Approach 3: Neuroscience approach
● Improving methods
● Op-ed



Brain-Score: Which Artificial Neural Network for Object Recognition 
is most Brain-Like?
Martin Schrimpf, Jonas Kubilius, Ha Hong, et al. (2018). 



Microelectrode array

Neuronal Data
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Neural
Average Neuronal Firing Rate

BrainScore

Behavioral
Model prediction of 
classification behavior

Averaged across layers and brain regions
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Overview

● Do ML models perceive like humans?
● Naive approach: Optical Illusions
● Approach 2: Psychological approach
● Approach 3: Neuroscience approach
● Improving methods
● Op-ed
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Improvements
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Instructional-tuning Aligns LLMs To 
The Human Brain
Khai Loong Aw, Syrielle Montariol, Badr Al Khamissi. (2023).

Improvements
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Overview

● Do ML models perceive like humans?
● Naive approach: Optical Illusions
● Approach 2: Psychological approach
● Approach 3: Neuroscience approach
● Improving methods
● Op-ed
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Do we know enough about the brain?

Can we predict human behavior from neurons?

Maybe neural networks are similar to the brain?

Neurological

Do we know if illusions are a bug or a feature?
Psychological

But
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Can ML models teach us about the brain?

● Classify images
● Model can predict 

neuronal activation

Similarities
● Adversarial examples
● Different class of 

mistakes

Differences

Behavior of ML models are influenced by data
Functional not mechanistic
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edge detection
color
attention
segmentation
⋯

???

Why are we comparing functional models with 
something we don’t understand well?
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edge detection
color
attention
segmentation
⋯

???

We don’t need to know how to do all 
downstream tasks
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Exercises:

● What are some aspects of NLP that is human-like? What are 
aspects that aren’t?

● How do humans combine different sensory information? How 
do ML models do so?


