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No



● LLMs can’t prove interesting theorems on their own yet

● LLMs can already help us verify interesting theorems

TLDR



● What kind of math? The kind I care about: proofs.

● Different approaches/speculations about having llms do math

○ FunSearch

○ AlphaGeometry

○ Formalization of Polynomial Freiman-Rusza conjecture

● There will be formulae

PLAN FOR TODAY



● Compute 18998*23423 ❎

● Write an algorithm to sort a list of numbers ❎

● Prove that 2^{½} is irrational (not a ratio of whole numbers) ✅

KINDS OF MATH
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PROOFS VS COMPUTATION

● Computation is not treated as something that we can be sure is correct. 

● One might provide steps and rationale, but in the end we just measure 

accuracy.

● A correctly written mathematical proof cannot be wrong.*

● That’s the platonic ideal, but in reality, what counts as a math proof is 

actually…
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PROOFS VS COMPUTATION
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PROOFS VS COMPUTATION

But in reality…
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PROOFS VS COMPUTATION
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● NP = set of computational problems where solutions can be checked 

easily (but not necessarily found easily).

Math is in NP
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Math proofs are in NP

● Lower-level statements are often assumed. 

● You can just cram in, ‘by the central limit theorem’...

●
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Math is in NP

● Finding a proof is a HARD (sometimes impossible) search problem, 

hence Clay millennium prize and so on.

● Checking a proof is not (supposed to be) hard. 

● LLMs could help us with either/both
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Search and Verification

● Planning: LLMs can help search and score (ToT, Voyager)

● Using LLM in search

○ Funsearch

○ Alphageometry

● Using LLM in verification 

○ PFR theorem
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The search approach
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SEARCH APPROACH

1. Pick a particular type of problem with a crux where verification is easy.

2. Use an LLM or other model to search for a solution.

3. Reap incremental reward
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FunSearch
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FUNSEARCH
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FUNSEARCH
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CAPSET PROBLEM

● A capset is a set of vectors in {0, 1, 2}^n of 

which no 3 elements sum to 0 (mod 3)

● Question: what’s c_n, size of largest capset 

in dimension n? (2^n <= c_n <= 3^n)

● Why care? Helps with other math problems 

that actually matter. Terry Tao likes it.
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CAPSET PROBLEM
● capacity C := sup_{n -> infty} c_n^{1/n}?

● There’s a special type of capset called 

admissible which can be bootstrapped to 

higher n to lower bound C

● finite capset -> bound C
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CAPSET PROBLEM
● LLM searched for programs which were constrained to output 

admissible sets

● Eval: size of capset
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FUNSEARCH TAKEAWAY
● What’s neat about this?

● Don’t look through all 2^{3^n} subsets 

● search over low Kolmogorov complexity 

elements of the search space.

● After all, you don’t learn much from an 

incompressible set.
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FUNSEARCH TAKEAWAY
● After lots of human effort to find a way to bootstrap finite solutions into 

general ones, llms can help us search for these finite solutions

● LLMs/DNNs used to provide an extra 5-10 percent bump on poorly 

modeled part of a problem

○ Deepmind’s AlphaTensor (faster matrix multiplication) 

○ Stockfish (chess algorithm discussed by anthony)

○ DNN-based ‘closure models’ for diff eq solving 
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AlphaGeometry
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This paper is awesome
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ALPHAGEOMETRY

● Problems: IMO geometry proofs

● Inference: use an LLM to propose proof steps, symbolic deduction to 

see if theorem reachable. Iterate.

● Training: Heavy use of synthetic data to train LLM
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ALPHAGEOMETRY
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ALPHAGEOMETRY INFERENCE

● LLM uses a specialized formal language to propose constructions, 

considered to be the creative part of geometry proofs

● Symbolic engine (Deductive Database + Algebraic Reasoning) 

interprets construction to check whether the conclusion is shown.

● Humans must translate the problem statement into the formal language.
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ALPHAGEOMETRY INFERENCE
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ALPHAGEOMETRY TRAINING

● Used the formal language to sample random theorem premises 

● Used the symbolic engine to prove a bunch of random stuff from that

● For each conclusion, traceback algorithm extracted the minimal 

premises (the ones needed for the conclusion).

● unused premises where the objects still showed up in the symbolic 

proofs := auxiliary constructions.



ALPHAGEOMETRY TRAINING



ALPHAGEOMETRY TAKEAWAY

● High level: inference llm + checker in a loop.

● Synthetic data: 

○ ez(er) forward process premise + constructions -> conclusions

○ train llm to ‘invert’ part of that forward process

○ premise + conclusion -> constructions

● Still required huge human innovation (DD + AR + traceback are SOTA on 

their own), constrained setting (geometry only)



LESSON FOR NLP

● Synthetic data helps when you want to model the inverse of a cheap but 

messy forward process.

● Generating data from the forward process of humans saying their email 

address + ASR errors is easier than writing an algorithm to invert it

● david spelled normally then d as in dog a v i n and then an i at 

gridspace dot com -> daviddavini@gridspace.com
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Formalization of Polynomial Freiman-Rusza 
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Formalization

● Is anybody trying to prove BIG conjectures with LLMs?

● Well, no. Incremental/specialized settings.

● Why jump the gun to letting LLMs have the ideas?

● Just let them formalize our ideas.

● The problem: human mathematicians barely formalize important results 

at all. Until….
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PFR
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PFR

“A set that’s almost closed under addition (mod 2) has 
to almost be affine (linear plus constant)”
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1 month later… It’s formalized!

● Lean (formal proof language / proof assistant)

● Blueprint (DAG of theorems/lemmas in paper + their dependencies)

● Zulip chat (basically Discord with a bunch of mathematicians in it)

● Finally… good old Github copilot!

https://terrytao.wordpress.com/2023/11/18/formalizing-the-proof-of-pfr-in-lean4-using-blueprint-a-short-tour/
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Blueprint
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Blueprint
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Proving stuff by coding.
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● Mathlib: ever expanding repository of theorems proven in lean

● Tactics: library of automated tricks you can use to finish off a theorem, 

e.g. linarith to deduce 0 < x from 0 < 2x

● Kernel checks if you are done.
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Steps

1. Experts turn paper into DAG with Blueprint.

2. Now anybody can pick a node and claim it on Zulip. A node can be:

a. statement formalized (written in lean)

b. statement + ancestors statements’ formalized

c. formally proved from ancestors

d. proved (proved from ancestors + ancestors formally proved)

3. Once ‘PFR’ node in dag proved, done!



PFR TAKEAWAY

Terry Tao bullish on LLM



PFR TAKEAWAY



PFR TAKEAWAY

Additive combinatorics = hard but simple
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What does it all mean?
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Where’s it going?
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Should mathematicians be having an existential 
crisis?
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Conjectures Theorems

Proofs

Applications

PRE LLM MATH
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THE POINT OF MATH
● The point of proving theorems is…

a. Know things for certain

b. reach conclusion in a way that builds our understanding of the 

field/neighboring fields

● b is more important (in my opinion), and letting llms have all the fun is 

likely to lead to a without b.

● Plus, LLMs aren’t directly proving real conjectures. For now, anyway.
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Lecture 7 Exercises
● What is the rule of -f**king- insertion and how do we train an LLM 

model to correctly insert -f**king- to any word in English?
○ f**king can be added before the primary stress of a word.  MASS-

ə-CHOO-sits -> MASS-ə-f**king-CHOO-sits

https://en.wikipedia.org/wiki/Help:Pronunciation_respelling_key
https://en.wikipedia.org/wiki/Help:Pronunciation_respelling_key
https://en.wikipedia.org/wiki/Help:Pronunciation_respelling_key
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Lecture 7 Exercises
● How would you define if an LLM is memorizing a dataset? How few 

parameters would an llm need to have for you to be confident it wasn’t 
memorizing a dataset?
○ It doesn’t make sense to say a model is memorizing a single 

dataset - it could be achieving low loss by actually learning. 
○ A model can be capable of memorizing a family of datasets with 

the same inputs but different outputs.
○ The number of bits in the parameters should be lower than 

log_2(# datasets the model can learn perfectly)



THANKS FOR JOINING 
GRIDSPACE IAP 2024!
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IAP SERIES CONCLUSION
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PLANNING MEMORY

PERCEPTION
LANGUAGE & 
SYMBOLIC 
REASONING
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THAT'S ALL FOLKS, GRIDSPACE X IAP 2024!

● Continue to engage with us iap.gridspace.com & 
iap@gridspace.com

● Let us know what you liked and perhaps future 
content you'd like to see

● Subscribe on YouTube: 
https://www.youtube.com/gridspaceinc

● Follow us on Twitter & Linkedin

mailto:iap@gridspace.com
https://www.youtube.com/gridspaceinc
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JOIN OUR TEAM!

● Recruiting events:
○ MIT xFair - Feb 9, 2024
○ Stanford - April 16-17, 2024
○ LA Office Visits - Spring 2024

● Reach us at hiring@gridspace.com

mailto:hiring@gridspace.com
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