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Course Logistics

Project 1 due

Project 2 released today - Fine Tune GPT-3
Upcoming Lectures:

o Syntax, Semantics and Word Embeddings
o InstructGPT and Large Language Models
Lecture videos and slides on website
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Linguistics/NLP Week

PRAGMATIC

o

Difary s
ing in context of d1S
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Phonetics

THE INTERNATIONAL PHONETIC ALPHABET (revised to 2020)

CONSONANTS (PULMONIC) ®@®® 2020 IPA
Bilabial |Labiodental Alveolar |Postalveolar, Retroflex | Palatal Velar Pharyngeal | Glottal

Plosive pb td td_Cj kg ?
Nasal m 17) n rl‘ Jl IJ

Trill B

Tap or Flap I:

Fricative (I) B .r 3 § Z, 9 J‘ X Y

Lateral
fricative

Approximant 1Y) 4 ,] o
Lateral
agpg)aximant l' K I

Symbols to the right in a cell are voiced, to the left are voiceless. Shaded areas denote articulations judged impossible.
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What is a word

A word is a unit of language that carries meaning and can be spoken or written. It is & GP

typically made up of one or more morphemes, which are the smallest units of meaning in a
language. Words can be used to convey ideas, express emotions, or describe things and
actions. They can be combined to form phrases, sentences, and paragraphs, which

convey more complex meaning.
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What defines a word?

' Space '

Hypothesis: A word is defined by whitespace
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Learning is so boring
unless it's gossip.
Teachers should just

start every lecture like
"omg did you hear
about parabolas?"

@the.language.nerds
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What defines a word?

“Oh my gosh, tell me everything, I'm all ears!”

9 words by whitespace




What defines a word?

“Omg, tell me everything, I'm listening!”

6 words by whitespace, same meaning
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What defines a word?

“Omg, tell me every thing, I'm listening!”

7 words by whitespace, same meaning
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Hangry
Yeet

Catfish
Sick

Murder
Swagger
Skim-Milk

Eke
Pale

An archaic sense of the noun pale was fossilized in the English language in the 18th
century in the expression beyond the pale. The noun is unrelated to the familiar
adjective meaning "deficient in color"; it is ultimately derived, by way of Anglo-French,
from the Latin word palus, meaning "stake." In its literal uses, pale referred to both
stakes and fences and to boundaries made up of stakes.
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https://www.merriam-webster.com/dictionary/pale
https://www.merriam-webster.com/dictionary/beyond%20the%20pale

Feckless —-> Wow, she is full of feck

Unkempt —-> He looks pretty kempt today
Disheveled —> [ woke up heveled

Antiquated —--> The wonders of quated technology
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Morphology

The study of words, how they are formed,
and their relationship to other words in
the same language.

GRIDSPACE CONFIDENTIAL @2023 ALL RIGHTS RESERVED



Morpheme

trimmings

trim/ing /s




Morpheme

trimmings
trim/ing /s

free




Morpheme

trimmings
trim/ing /s

bound




Morpheme

trimmings
trim/ing /s

root




Morpheme

trimmings
trim/ing /s

suffix




Morpheme

trimmings
trim/ing /s

Suffix




Inflectional vs Derivational

teach

/

teach-es teach-er

Inflectional Suffix Derivational Suffix




Morphemes Summary

Free morphemes Bound morphemes

Can stand alone /\

as own word Derivational Inflectional

e.g. dog, gentle, /\ |

picture Prefixes  Suffixes Suffixes

em E
g ez de- pre- ez-ion-ly ez plural -s

in- un- -able -er -ing-ed
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What defines a word?

“‘Omg, tell me every thing, I'm all ears!”

: i definod b

A word is something that can stand on it's own, and
is composed of one or more morphemes.
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Sequences

sentence

PN

noun phrase verb phrase noun phrase

Sentence 2N | |

article noun verb noun

| | | |
the rat cheese

U .l..l- e r- O n C e "the rat uh ate ate cheese"
(NLP)
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Morphology of Languages




Morphological Typology

Classification of languages by the
morphemes and how they interact.
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Morphological Typology

The metric: average morphemes per
word.

This forms a spectrum.
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Morphological Typology

morphemes per word




Morphological Typology

Minimum=" Very high

morphemes per word




Morphological Typology

Analytic Synthetic

morphemes per word




Morphological Typology

Analytic Synthetic

[solating

Gbogbo éniyan ni a bi ni dminira; iyi ati été kookan si ddgba. Won ni ébun ti laakaye ati ti éri-okan, 6 si ye ki won 6
maa huwa si ara won gégé bi omo iya.

All human beings are born free and equal in dignity and rights. They are endowed with reason and conscience
and should act towards one another in a spirit of brotherhood.
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Morphological Typology

Anoi'c S‘n’rhe’r'c

[solating

sub + adverb + verb + complement + obj
3 LLRT & i Atk

| loved him before




Morphological Typology

Analytic Synthetic

Analytic

Ek het nie geweet dat hy sou kom nie. I did not know that he would come.
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Morphological Typology

Analytic Synthetic

Fusional

hablo ‘I am speaking’

habla  ‘S/he is speaking’
hablé ‘I spoke’

hablamos ‘We are speaking’
hablan "They are speaking’




Morphological Typology

Anal Synthetic

Agglutinative

Otel-imiz-in karsi-sin-da-ki giifdn-da gor-dig-gg. bir elbise-yj, dene-yigh.iste-r-im.
’ L

%

Turkish:

inverse
order of
morphemes
and concepts

-

English; 1’d like To try on’a suit I've see-n in a shop across the street from our hotel.
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English

Muvaffak Successful

Muvaffakiyet Success

Muvaffakiyetsiz Unsuccessful (‘'without success')

Muvaffakiyetsizleg(-mek) (To) become unsuccessful

Muvaffakiyetsizlestir(-mek) (To) make one unsuccessful

Muvaffakiyetsizlestirici Maker of unsuccessful ones

Muvaffakiyetsizlestiricileg(-mek) (To) become a maker of unsuccessful ones

Muvaffakiyetsizlestiricilestir(-mek) (To) make one a maker of unsuccessful ones

Muvaffakiyetsizlestiricilestiriver(-mek) (To) easily/quickly make one a maker of unsuccessful ones

Muvaffakiyetsizlestiricilestiriverebil (-mek) (To) be able to make one easily/quickly a maker of unsuccessful ones

Muvaffakiyetsizlestiricilestiriveremeyebil(-mek) Not (to) be able to make one easily/quickly a maker of unsuccessful ones

Muvaffakiyetsizlestiricilestiriveremeyebilecek One who is not able to make one easily/quickly a maker of unsuccessful ones

Muvaffakiyetsizlestiricilestiriveremeyebilecekler Those who are not able to make one easily/quickly a maker of unsuccessful ones

Muvaffakiyetsizlestiricilestiriveremeyebileceklerimiz Those who we cannot make easily/quickly a maker unsuccessful ones

Muvaffakiyetsizlegtiricilestiriveremeyebileceklerimizden From those we can not easily/quickly make a maker of unsuccessful ones

Muvaffakiyetsizlestiricilestiriveremeyebileceklerimizdenmis (Would be) from those we can not easily/quickly make a maker of unsuccessful ones

Muvaffakiyetsizlestiricilestiriveremeyebileceklerimizdenmigsiniz You would be from those we can not easily/quickly make a maker of unsuccessful ones

Muvaffakiyetsizlestiricilestiriveremeyebileceklerimizdenmigsinizcesine | Like you would be from those we can not easily/quickly make a maker of unsuccessful ones
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Morphological Typology

Analyti Synthetic

Polysynthetic

Aliikkusersuillaommassuaanerartassagal | However, they will say that he is a
uarpaalli great entertainer, but
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Morphological Challenges in NLP

Stemming
"the boy's cars are different colors"

"the boy car be differ color"
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Morphological Challenges in NLP

Lammas
and
Lemmatization

better is the enemy of the good
good is the LEMMA of the better
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Morphological Challenges in NLP

Evaluating the Impact of Sub-word Information and Cross-lingual Word
Embeddings on Mi’kmaq Language Modelling

Jeremie Boudreau,' Akankshya Patra,” Ashima Suvarna' and Paul Cook’
1. Faculty of Computer Science, University of New Brunswick
2. University of Southern California
jeremiefboudreau.me, patra@usc.edu, asuvarna3l@gmail.com, paul.cookfunb.ca

Abstract
Mi’kmagq is an Indigenous language spoken primarily in Eastern Canada. It is polysynthetic and low-resource. In this paper we consider
a range of n-gram and RNN language models for Mi’kmaq. We find that an RNN language model, initialized with pre-trained fastText

8. Conclusions

In this paper we explored a variety of approaches to lan-
guage modelling for Mi’kmagq, which is particularly chal-
lenging due to its rich morphology, and because it is a low-
resource language.

We considered n-gram and RNN language models, with
a variety of parameter settings in an effort to establish
a strong baseline. We then considered the use of pre-
trained fastText embeddings to initialize the input layer
of the RNN language models. This gave substantial im-




Morphological Challenges in NLP

Glove vs Handschuhe

EEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEE



Morphological Challenges in NLP

GloVe = Global Vectors for Word Representation

..that’s just pragmatics ;)




Phoenician

c.1000BCE & 9 )

Archaic Greek A o
c.750BCE #\ <

Archaic Latin
¢. 500 BCE

Writing Systems
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Writing Systems

Each symbol represents

Example

Logographic

Chinese characters

Syllabary

syllable

Japanese kana

Abjad

consonant

Arabic alphabet

Alphabet

consonant or vowel

Latin alphabet

Abugida

consonant accompanied by specific
vowel, modifying symbols represent other
vowels

Indian Devanagari

Featural system

distinctive feature of segment

Korean Hangul

Daniels and Bright, 1996
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https://en.wikipedia.org/wiki/Word
https://en.wikipedia.org/wiki/Chinese_characters
https://en.wikipedia.org/wiki/Syllabary
https://en.wikipedia.org/wiki/Kana
https://en.wikipedia.org/wiki/Abjad
https://en.wikipedia.org/wiki/Consonant
https://en.wikipedia.org/wiki/Arabic_alphabet
https://en.wikipedia.org/wiki/Latin_alphabet
https://en.wikipedia.org/wiki/Alphabet
https://en.wikipedia.org/wiki/Vowel
https://en.wikipedia.org/wiki/Latin_alphabet
https://en.wikipedia.org/wiki/Abugida
https://en.wikipedia.org/wiki/Diacritic
https://en.wikipedia.org/wiki/Devanagari
https://en.wikipedia.org/wiki/Featural_writing_system
https://en.wikipedia.org/wiki/Distinctive_feature
https://en.wikipedia.org/wiki/Segment_(linguistics)
https://en.wikipedia.org/wiki/Hangul

Logographic
% e
L 1E
+ L
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Svllabary

HT NHASY =2 LEFIENFEITOVY LT HT A
a ka sa ta na ha ma ya ra wa n

WA EF LY BEFICTZTUOE &2 Y1) do
i ki shi ti ni hi mi ri (wi)

39 KT TRADVAXSZATLLPIBIL
u ku su tsu nu fu mu yu ru

AT EETTRRIAN DA nLax
e ke se te ne he me re (we)

A ZaZFY b D/ 1FHREE LI A0 FT
o ko so to no ho mo yo ro (w)o
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SSL L bbos
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Alphabe

SEMITIC

g
gs
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|
]

-'\-luxlnebuw
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XZ2Ir X —:
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Abugida

-—oaWnid

P gD
b YYD
' 0QPOO
4 000
FILBd L

gFrCeLE
m=-T..EF=
n~—TgErHr—
s Lol
AT
5 LYPPU

YA ,\t\g) = onboau
QLJ_M = dmskar




Featural system

2E 2E oM

o
@
(o]

O
<
@
o

H

H 240 SH 3

gln 2

3=

L2

el
=
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Featural system

11— el [=] S
TZEEEE"?_I'
1l el [A]
2] [v] 3»%
3 c [=]
1 C H
E B | - =
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Writing Systems

Glyphs
Characters
Punctuation

Graphemes




N-grams

Unigram -
Bigram - "i am’
Trigram - "i am waiting"
4-gram - "i am waiting for"
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Writing Systems and NLP

Spelling and ASR dictionaries.
Spelling and token ambiguity.

Corpus quality and consistency.
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Corpora

Corpus - a collection of written texts

Lexicon - unigue tokens present in the
Corpus.
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Heaps' law

The size of the lexicon as a function of
the total tokens in the corpus.

L(n) = KnP
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Heaps' law
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Heaps' law

For English, Kis 10-100, and (3 is 0.4-0.6.

L(n) = KnP
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Zipf's law

The frequency of tokens in a corpus are
power law distributed.

F((n)=1/n
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TF-IDF

Numerical statistic that is intended to reflect how important a word is to a

document in a collection or corpus

tf, , = frequency of xiny

w, , = tf, y><log(

df = number of documents containing x
Term x within documenty N = total number of documents
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okenization

Writing System for Machines




Sub-Word Tokenization

Robust to misspellings
Generalizable to multi-lingual systems

Requires careful pre-processing of corpus
High memory and Unused sub-words

GRIDSPACE CONFIDENTIAL @2023 ALL RIGHTS RESERVED



BPE - Byte-Pair Encoding

1. Split info words
2. Split into characters
3. Iteratively count frequency of consecutive
character pairs and merge
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BPE - Byte-Pair Encoding

1. Split info words
2. Split into characters
3. Iteratively count frequency of consecutive
character pairs and merge
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BPE - Byte-Pair Encoding

("hug", 10), ("pug", 5), ("pun", 12), ("bun", 4), ("hugs", 5)

Vocobulory ["D", g’ ,"h', " P, st " "]
Corpus: ("4 g 10, (p* " g, 51, (! " 1, 12), (B "
', 4), Ch "' 'g" ", 5)
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BPE - Byte-Pair Encoding

3 ” [13 ” 3 ”
u+ g ->ug

VOCObL”Ory: [Ilbll’ ||g||’ Ilhll’ llnll, Ilpll’ IISII’ llull’ IIugll]
Corpus: (llhll Ilugll’ /lO)’ (Ilpll Ilugll’ 5)’ (Ilpll llull Ilnll’ 12)’ (Ilbll Ilull Ilnll, 4), (Ilhll llugll "S", 5)




BPE - Byte-Pair Encoding

“ “_” “ ”
u -+ n ->un

VOCCIbU|C1I’y2 [nbu’ ugn’ uhu, ||nn, ||p||’ "S", ||u||’ nugu’ uunu]
COI’pUSZ (uhu uugn’ /lo), (upu uugu’ 5)’ (upu uunn’ 12), (ubu uunn, 4)’ (uhu uugn "S“, 5)




BPE - Byte-Pair Encoding

“ o [ “ ”
u -+ n ->un

VOCGbUlOry: [ubu’ ugu’ nhu’ unu’ npu’ “S", ||u||, "Ug", ||unu]
COFpUSI (uhn nugu’ 10), (upu uugu’ 5)’ (upu uunu’ 12)’ (ubn ||unu’ 4)’ (uhn uugu “S", 5)




BPE - Byte-Pair Encoding

“h” + “ug” _> “hug”

VOCGbU|CII’y [ubu, ||g||’ uhu’ unu, ||pu’ "S", "U", ||ugu, ||un||’ uhugu]
COI’pUSZ (uhugu’ 10)’ (upu ||ugu’ 5)’ (upu "Un", 12)’ (ubu ||un||’ 4)’ (uhugu "S", 5)




BPE - Byte-Pair Encoding

......... til desired size of corpus is reached

VOCObulOry [llbll ll n llhll Ilnll Ilpll "S" Ilull IIUgII n II "hug pug :
pun” “b n ]
Corpus: ("hug", 10), ("pug", 5), ("pun’, 12), ("bun", 4), ("hug" "s", 5)
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OQV Words

Vocabulary: ['b", "g", "h", "n", "p", "s", "u", "ug", "un", "hug", “pug’, “pun”, “bun’]

“bug” _> “b”’ “ug”

“Mug” _> <UNK>, “ug”
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BPE - Byte-Pair Encoding

Pro: Less space wasted for unused subwords - Only store the
most useful ‘byte-pairs’ as a sub-word.

Con: Tokenization specific to corpus and number of iterations.
Different tokenizations can result for same corpus

This affects our embeddings and models.... More on this next
lecture!
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Answers from Last Time

- How do you handle randomness in JAX?

- By creating and manually passing around PRNGKeys and using jnp.split to

progress the random state manually
Why would JAX not support JIT compiling side-effects (printing and globals) *nor*
dynamically-sized argument-based values (e.g. passing in a length as an
argument to use for a tensor)? (Hint: look at the purpose of the library as a whole.)

- JAX Autograd is optimized for pure functions (so no side-effects). The
argument-based values are unsupported for JIT code for the reason of
avoiding recompilation.

What are Flax and Optax and where would we use them in the example
application?

- Flax is a network module layer for JAX, similar to Pytorch, and Optax is a
library of NN optimizers. It would replace the manual gradient descent
(Optax) and the prediction of a linear regression model (Flax) in the example
application.
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Exercises for Next Time

Split the word “antidisestablishmentarianism” into its morphemes. What does
the word mean?

Build your own, brand new word in Turkish

Run the Byte Pair Encoding algorithm on the string aaabdaaabac. What is the
smallest number of characters needed to encode this in a compressed
form?
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MORPHEME MATCH-UPs

Cut out the morphemes below and create as many words as you
can. Use the MORPHEME MATCH-UPs GUIDE to help you determine
the meanings of these words.

phone

tele

vision

scope

micro

graph

auto

sub

mobile

way

scribe
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