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Course Logistics

● Project 1 due
● Project 2 released today - Fine Tune GPT-3
● Upcoming Lectures:

○ Syntax, Semantics and Word Embeddings
○ InstructGPT and Large Language Models

● Lecture videos and slides on website
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Linguistics/NLP Week
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Phonetics
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WrRdS
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What defines a word?

Hypothesis: A word is defined by whitespace
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What defines a word?

“Oh my gosh, tell me everything, I’m all ears!”

9 words by whitespace
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“Omg, tell me everything, I’m listening!”

6 words by whitespace, same meaning

What defines a word?
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“Omg, tell me every thing, I’m listening!”

7 words by whitespace, same meaning

What defines a word?
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Hangry
Yeet

Catfish
Sick

Murder
Swagger
Skim-Milk

Eke
Pale

An archaic sense of the noun pale was fossilized in the English language in the 18th 
century in the expression beyond the pale. The noun is unrelated to the familiar 

adjective meaning "deficient in color"; it is ultimately derived, by way of Anglo-French, 
from the Latin word palus, meaning "stake." In its literal uses, pale referred to both 

stakes and fences and to boundaries made up of stakes.

https://www.merriam-webster.com/dictionary/pale
https://www.merriam-webster.com/dictionary/beyond%20the%20pale
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Feckless —-> Wow, she is full of feck
Unkempt —-> He looks pretty kempt today
Disheveled —-> I woke up heveled
Antiquated —--> The wonders of quated technology
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Morphology

The study of words, how they are formed, 
and their relationship to other words in 
the same language.
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trimmings

trim / ing / s

Morpheme
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trimmings

trim / ing / s

Morpheme

trimmings

trim / ing / s

free
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trimmings

trim / ing / s

Morpheme

trimmings

trim / ing / s

bound
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trimmings

trim / ing / s

root

Morpheme
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Morpheme

trimmings

trim / ing / s

suffix
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Morpheme

trimmings

trim / ing / s

Suffix
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Inflectional vs Derivational

teach

  teach-es teach-er

Inflectional Suffix Derivational Suffix
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Morphemes Summary
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“Omg, tell me every thing, I’m all ears!”

A word is defined by whitespace

A word is something that can stand on it’s own, and 
is composed of one or more morphemes.

What defines a word?
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Sentence

Utterance
(NLP)

"the rat uh ate ate cheese"

Sequences
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Morphology of Languages
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Morphological Typology

Classification of languages by the 
morphemes and how they interact.
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The metric: average morphemes per 
word.

This forms a spectrum.

Morphological Typology
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Morphological Typology

morphemes per word
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morphemes per word

Minimum=1 Very high
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Morphological Typology
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morphemes per word

Analytic Synthetic
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Morphological Typology
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Analytic Synthetic

Isolating
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Morphological Typology



GRIDSPACE CONFIDENTIAL @2023 ALL RIGHTS RESERVEDGRIDSPACE CONFIDENTIAL @2023 ALL RIGHTS RESERVED

Analytic Synthetic

Isolating
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Morphological Typology
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Analytic Synthetic

Analytic

Ek het nie geweet dat hy sou kom nie. I did not know that he would come.
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Morphological Typology
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Analytic Synthetic

Fusional
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Morphological Typology



GRIDSPACE CONFIDENTIAL @2023 ALL RIGHTS RESERVEDGRIDSPACE CONFIDENTIAL @2023 ALL RIGHTS RESERVED

Analytic Synthetic

Agglutinative

GRIDSPACE CONFIDENTIAL @2023 ALL RIGHTS RESERVED

Morphological Typology
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Analytic Synthetic

Polysynthetic

Aliikkusersuillammassuaanerartassagal
uarpaalli

However, they will say that he is a 
great entertainer, but 
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Morphological Typology
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Morphological Challenges in NLP

Stemming

"the boy's cars are different colors"

"the boy car be differ color"
Manning, Raghavan & Schütze, 2008
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Morphological Challenges in NLP

Lammas
and

Lemmatization

better is the enemy of the good
good is the LEMMA of the better
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Morphological Challenges in NLP
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Morphological Challenges in NLP
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Glove vs Handschuhe
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Morphological Challenges in NLP
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GloVe = Global Vectors for Word Representation

…that’s just pragmatics ;)
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Writing Systems
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Type Each symbol represents Example

Logographic word Chinese characters

Syllabary syllable Japanese kana

Abjad consonant Arabic alphabet

Alphabet consonant or vowel Latin alphabet

Abugida consonant accompanied by specific 
vowel, modifying symbols represent other 
vowels

Indian Devanagari

Featural system distinctive feature of segment Korean Hangul

Daniels and Bright, 1996

Writing Systems

https://en.wikipedia.org/wiki/Word
https://en.wikipedia.org/wiki/Chinese_characters
https://en.wikipedia.org/wiki/Syllabary
https://en.wikipedia.org/wiki/Kana
https://en.wikipedia.org/wiki/Abjad
https://en.wikipedia.org/wiki/Consonant
https://en.wikipedia.org/wiki/Arabic_alphabet
https://en.wikipedia.org/wiki/Latin_alphabet
https://en.wikipedia.org/wiki/Alphabet
https://en.wikipedia.org/wiki/Vowel
https://en.wikipedia.org/wiki/Latin_alphabet
https://en.wikipedia.org/wiki/Abugida
https://en.wikipedia.org/wiki/Diacritic
https://en.wikipedia.org/wiki/Devanagari
https://en.wikipedia.org/wiki/Featural_writing_system
https://en.wikipedia.org/wiki/Distinctive_feature
https://en.wikipedia.org/wiki/Segment_(linguistics)
https://en.wikipedia.org/wiki/Hangul
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Logographic
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Syllabary
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Abjad
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Alphabet
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Abugida
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Featural system
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Featural system
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Writing Systems

Glyphs

Characters

Punctuation

Graphemes
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N-grams

Unigram - "i"
Bigram - "i am"

Trigram - "i am waiting"
4-gram - "i am waiting for"
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Writing Systems and NLP

Spelling and ASR dictionaries.

Spelling and token ambiguity.

Corpus quality and consistency.
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Corpora

Corpus - a collection of written texts

Lexicon - unique tokens present in the 
corpus.
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Heaps' law

The size of the lexicon as a function of 
the total tokens in the corpus.
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Heaps' law
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Heaps' law

For English, K is 10-100, and β is 0.4-0.6.
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Zipf's law

The frequency of tokens in a corpus are 
power law distributed.
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TF-IDF
Numerical statistic that is intended to reflect how important a word is to a 
document in a collection or corpus
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Tokenization
Writing System for Machines
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Sub-Word Tokenization

Robust to misspellings
Generalizable to multi-lingual systems

Requires careful pre-processing of corpus
High memory and Unused sub-words
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BPE - Byte-Pair Encoding

1. Split into words
2. Split into characters

3. Iteratively count frequency of consecutive 
character pairs and merge
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BPE - Byte-Pair Encoding

1. Split into words
2. Split into characters

3. Iteratively count frequency of consecutive 
character pairs and merge
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BPE - Byte-Pair Encoding

("hug", 10), ("pug", 5), ("pun", 12), ("bun", 4), ("hugs", 5)

Vocabulary: ["b", "g", "h", "n", "p", "s", "u", "g"]
Corpus: ("h" "u" "g", 10), ("p" "u" "g", 5), ("p" "u" "n", 12), ("b" "u" 

"n", 4), ("h" "u" "g" "s", 5)
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BPE - Byte-Pair Encoding

“u” + “g” -> “ug”

Vocabulary: ["b", "g", "h", "n", "p", "s", "u", "ug"]
Corpus: ("h" "ug", 10), ("p" "ug", 5), ("p" "u" "n", 12), ("b" "u" "n", 4), ("h" "ug" "s", 5)



GRIDSPACE CONFIDENTIAL @2023 ALL RIGHTS RESERVED

BPE - Byte-Pair Encoding

“u” + “n” -> “un”

Vocabulary: ["b", "g", "h", "n", "p", "s", "u", "ug", "un"]
Corpus: ("h" "ug", 10), ("p" "ug", 5), ("p" "un", 12), ("b" "un", 4), ("h" "ug" "s", 5)
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BPE - Byte-Pair Encoding

“u” + “n” -> “un”

Vocabulary: ["b", "g", "h", "n", "p", "s", "u", "ug", "un"]
Corpus: ("h" "ug", 10), ("p" "ug", 5), ("p" "un", 12), ("b" "un", 4), ("h" "ug" "s", 5)
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BPE - Byte-Pair Encoding

“h” + “ug” -> “hug”

Vocabulary: ["b", "g", "h", "n", "p", "s", "u", "ug", "un", "hug"]
Corpus: ("hug", 10), ("p" "ug", 5), ("p" "un", 12), ("b" "un", 4), ("hug" "s", 5)
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BPE - Byte-Pair Encoding

………til desired size of corpus is reached

Vocabulary: ["b", "g", "h", "n", "p", "s", "u", "ug", "un", "hug", “pug”, 
“pun”, “bun”]

Corpus: ("hug", 10), ("pug", 5), ("pun", 12), ("bun", 4), ("hug" "s", 5)
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OOV Words

Vocabulary: ["b", "g", "h", "n", "p", "s", "u", "ug", "un", "hug", “pug”, “pun”, “bun”]

“bug” —> “b”, “ug”

“Mug” —> <UNK>, “ug”



GRIDSPACE CONFIDENTIAL @2023 ALL RIGHTS RESERVED

BPE - Byte-Pair Encoding
Pro: Less space wasted for unused subwords - Only store the 

most useful ‘byte-pairs’ as a sub-word.

Con: Tokenization specific to corpus and number of iterations.
Different tokenizations can result for same corpus

This affects our embeddings and models…. More on this next 
lecture!
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Answers from Last Time

- How do you handle randomness in JAX?
- By creating and manually passing around PRNGKeys and using jnp.split to 

progress the random state manually
- Why would JAX not support JIT compiling side-effects (printing and globals) *nor* 

dynamically-sized argument-based values (e.g. passing in a length as an 
argument to use for a tensor)? (Hint: look at the purpose of the library as a whole.) 

- JAX Autograd is optimized for pure functions (so no side-effects). The 
argument-based values are unsupported for JIT code for the reason of 
avoiding recompilation.

- What are Flax and Optax and where would we use them in the example 
application? 

- Flax is a network module layer for JAX, similar to Pytorch, and Optax is a 
library of NN optimizers. It would replace the manual gradient descent 
(Optax) and the prediction of a linear regression model (Flax) in the example 
application.



Exercises for Next Time

- Split the word “antidisestablishmentarianism” into its morphemes. What does 
the word mean?

- Build your own, brand new word in Turkish

- Run the Byte Pair Encoding algorithm on the string aaabdaaabac. What is the 
smallest number of characters needed to encode this in a compressed 
form?
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