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TODAY'S ROADMAP

● Modern NLP
● Language Models
● Sequence Models
● Attention
● Transformers
● BERT & GPT
● InstructGPT
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MODERN NLP
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LANGUAGE MODELS
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once upon a _____
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four score ____
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twas ____
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COMPLETE THE PROMPT:

What are you doing this weekend?
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COMPLETE THE PROMPT:

Why can't dogs drive cars?
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N-grams

Unigram - "i"
Bigram - "i am"

Trigram - "i am waiting"
4-gram - "i am waiting for"
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Statistical Language Models

P("i")
P("am"|"i")

P("waiting"|"i am")
P("for"|"i am waiting")
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Markov Models

The probability of the next state is 
dependent only upon the current state.

Probabilities of all new states sums to one.
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Approximating with maximum 
likelihood estimation (MLE)

P("i") = Count("i")/Count("tokens")
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Approximating with maximum 
likelihood estimation (MLE)
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Approximating with maximum 
likelihood estimation (MLE)

P("i am") = Count("i am")/Count("i")
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SEQUENCE MODELS
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symmetries in data =
opportunities for simplification
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simplification = more expressive 
models per parameter
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in a long sequence of words we can shift by a word
a long sequence of words we can shift by a word and
long sequence of words we can shift by a word and retain
sequence of words we can shift by a word and retain the
of words we can shift by a word and retain the same
words we can shift by a word and retain the same problem



GRIDSPACE CONFIDENTIAL 2023 ALL RIGHTS RESERVED

Translation symmetry allows reuse of parameters.

Reuse of parameters allows smaller models that can be 
reused word-by-word.

More parameters to scale up our model.
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RNNS
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RNNS
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LSTMS
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LSTMS
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SEQ2SEQ
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SEQ2SEQ
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SEQ2SEQ
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ATTENTION
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ATTENTION
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PREVIOUSLY…
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ATTENTION
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ATTENTION
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TRANSFORMERS
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TRANSFORMERS
(SELF-ATTENTION)
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Linear Search O(n)

TRANSFORMERS
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Hashmap O(1)

TRANSFORMERS
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Language Modelling 
as a lookup operation

TRANSFORMERS
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Language Modelling 
as a lookup operation

TRANSFORMERS
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We need the lookup table to be differentiable so 
we can do calculus on it (and therefore 
implement backpropagation).

Rebuild key-value lookup as a vector matrix 
operation (our usual trick).

TRANSFORMERS
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TRANSFORMERS

Three matrices:
Q - The "query"
K - The "key"
V - The "value"
dk - The dimension of key vectors
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TRANSFORMERS
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TRANSFORMERS
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TRANSFORMERS
(SELF-ATTENTION)
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BERT & GPT



GRIDSPACE CONFIDENTIAL 2023 ALL RIGHTS RESERVED

BERT
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GPT
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INSTRUCTGPT
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1. Give an explanation of two different meanings the following sentence could have, extra points for writing 
out the associated syntax trees

“The astronomer that the tourist saw had a telescope”

2. Come up with an utterance which is grammatical but is semantically meaningful and one that is 
semantically meaningful but not traditionally grammatical 

3. Come up with an example of how you might use word embeddings for an NLP task 

The tourist saw an astronomer, 
and that astronomer had a 
telescope.

The tourist used a telescope to 
see the astronomer.

Discussion Question! (e.g.  Look for word embeddings in text that are near to the embedding for words like “Paris” to 
extract other countries mentioned in a text)

Discussion Question! ( e.g. “Sad yesterday's bike.” “I need to get rid of things, I need to have less shoes.”
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Exercises for Next Time

- Recurrent networks exploit translation symmetry in text (you can shift text and 
it's still text). What symmetry do convolutional neural networks exploit?

- GPT-2 had a context window of 1024 tokens. ChatGPT / GPT-3.5 has a context 
window of 8,192 tokens. How might this change the number of parameters in 
the model, keeping embeddings and number of attention heads / layers the 
same?

- Why does ChatGPT struggle to perform arithmetic when it can write functional 
code?


