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Use cases:

● chat bots

● task-oriented dialog systems

Speech and Language Processing. Daniel Jurafsky & James H. Martin
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Established architecture:

● rule-based systems

● information retrieval systems

● encoder-decoder or decoder-only generators
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● human conversation 

● chat bots

● frame-based task-oriented dialog systems

● large language models

Outline
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Human Conversation
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Turn Taking:
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endpointing
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interruptions
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grounding
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Dialog Acts 

● Constatives

● Directives

● Commissives

● Acknowledgments



GRIDSPACE CONFIDENTIAL @2023 ALL RIGHTS RESERVED

Dialog Acts 

● Constatives: 
○ I need to travel in May
○ My date of birth is January 26, 2023

● Directives

● Commissives

● Acknowledgments
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Dialog Acts 

● Constatives

● Directives
○ Tell me where you are traveling to. 
○ What are the last 4 digits of your social security number?

● Commissives

● Acknowledgments
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Dialog Acts 

● Constatives

● Directives

● Commissives
○ I will get back to you by next week.
○ We’ll go to the park this weekend.

● Acknowledgments
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Dialog Acts 

● Constatives

● Directives

● Commissives

● Acknowledgments
○ Oh, sorry about that, got it now. 
○ Okay!
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Conversational Analysis: adjacency pairs
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Conversational Analysis: adjacency pairs

○ question -> answer
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Conversational Analysis: adjacency pairs

○ question -> answer

○ proposal -> acceptance or rejection
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Conversational Analysis: adjacency pairs

○ question -> answer

○ proposal -> acceptance or rejection

○ compliments -> downplayers
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Conversational Analysis: side sequences

● subdialogs or side sequences separate the first and second parts of a pair
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Conversational Analysis: side sequences

● subdialogs (aka side sequences) separate the first and second parts of a pair

● examples:

○ corrections

○ clarification
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Conversational Analysis: side sequences

(without) correction subdialogs:

- Can I get a plane ticket for the 27th of January?
- Sure, we have one flight at 10am, does that work?
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Conversational Analysis: side sequences

(with) correction subdialogs:

- Can I get a plane ticket for the 27th of January?
- Sure, we have…. 

- Wait, is that a Friday? Can i do the following Monday instead?
- Alright, so I should look for flights on the 30th?
- Yes please!

- We have one flights at 11am, does that work?
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Initiative

● interview: reporter has initiative, interviewee responds
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Initiative

● interviews: reporter has initiative, interviewee reponds

● usually in human conversations: mixed initiative
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● interviews: reporter has initiative, interviewee reponds

● usually in human conversations: mixed initiative

● dialog systems: mixed initiative is much harder 
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Initiative

● interviews: reporter has initiative, interviewee reponds

● usually in human conversations: mixed initiative

● dialog systems: mixed initiative is much harder 

● system-initiative (form-filling) can be very frustrating
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Inference and Implicature

- And, what day in May did you want to travel?

- OK uh I need to be there for a meeting that’s from the 12th to the 15th.
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Inference and Implicature

- And, what day in May did you want to travel?

- OK uh I need to be there for a meeting that’s from the 12th to the 15th.

Agent infers they want to travel on the 11th. 
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Properties of Human Conversation

● turns
● grounding
● speech acts
● Dialog structure
● initiative
● implicature
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Chatbots
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Chatbots

● rule-based systems

● corpus-based systems
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Chatbots: Rule Based Systems

● ELIZA (1964 - 1965, MIT)

● PARRY (1972, Stanford)
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ELIZA: Rogerian Therapist
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PARRY: computational model of schizophrenia

● same rule-based patterns as ELIZA
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PARRY: computational model of schizophrenia

● same rule-based patterns as ELIZA

● + model of mental state

● + variables modeling levels of Anger, Fear, Mistrust
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PARRY: computational model of schizophrenia

● same rule-based patterns as ELIZA

● + model of mental state

● + variables modeling levels of Anger, Fear, Mistrust

● => PARRY passed the Turing test in 1972
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Chatbots: Corpus Based 

(or decoder-only LM)
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Corpus Based Retrieval Chatbots

dialog turn q
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Corpus Based Retrieval Chatbots

corpus C of dialog turns r

dialog turn q
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Corpus Based Retrieval Chatbots

corpus C of dialog turns r

dialog turn q
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Corpus Based Retrieval Chatbots

dialog turn q featurizers:

● tf-idf
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Corpus Based Retrieval Chatbots

dialog turn q featurizers:

● tf-idf

● BERT CLS embeddings
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Generative Chatbots

dialog turn q
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Generative Chatbots
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Generative Chatbots

Issues with neural language generation:
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Generative Chatbots

Issues with neural language generation:
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Generative Chatbots

Issues with neural language generation:

● dull responses:
○ modify beam search

○ modify train objective 

● short utterances:

● coherence across multiple turns
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Generative Chatbots

Issues with neural language generation:

● dull responses:
○ modify beam search

○ modify train objective 

● short utterances:
○ minimum length constraints

● coherence across multiple turns
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Generative Chatbots

Issues with neural language generation:

● dull responses:
○ modify beam search

○ modify train objective 

● short utterances:
○ minimum length constraints

● coherence across multiple turns:
○ reinforcement learning or adversarial training
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Task  Oriented Dialog Systems
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Task Oriented Dialog Systems

● Frame based (extensions of GUS architecture - 1977)

● Excitement about LLM alignment research
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Task Oriented Dialog Systems

● Frame based (extensions of GUS architecture - 1977)

○ expert systems

○ knowledge acquisition bottleneck

● Excitement about LLM alignment research

○ safety
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Frame Based TODs

● bot ⇔ domain ontology
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Frame Based TODs

● bot ⇔ domain ontology

○ domain ontology: { frames }
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Frame Based TODs

● bot ⇔ domain ontology

○ domain ontology: { frames }

■ frame: { slots }
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Frame Based TODs
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Frame Based TODs



GRIDSPACE CONFIDENTIAL @2023 ALL RIGHTS RESERVED

● dialog policy: ask questions until a frame is full

● rule based slot fillers 

● pre-written templates for generating sentences

Frame Based TODs:
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Frame Based TODs : Dialog State Architecture
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Dialog State Architecture: NLU

● utterance intent classification:
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Dialog State Architecture: NLU

● utterance intent classification:

○ I want to fly to San Francisco on Monday afternoon please
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Dialog State Architecture: NLU

● utterance intent classification:

○ I want to fly to San Francisco on Monday afternoon please
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Dialog State Architecture: NLU

● utterance intent classification:

○ I want to fly to San Francisco on Monday afternoon please

○ get_flights

● slot filling:

○ extract specific information from each utterance
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NLU Slot Filling

● BIO tagging
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NLU Slot Filling

● BIO tagging
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Dialog State Architecture: DST
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Dialog State Architecture: Dialog Policy

● entire dialog history

● => next action 
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Dialog State Architecture: Dialog Policy

● entire dialog history  dialog state and last turn for each participant

● => next action 
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Dialog State Architecture: Dialog Policy

● entire dialog history  dialog state and last turn for each participant

● => next action 

● reinforcement learning
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Dialog Policy case study: confirmations



GRIDSPACE CONFIDENTIAL @2023 ALL RIGHTS RESERVED

Dialog Policy case study: confirmations
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Dialog Policy case study: confirmations

filled slot confidence action
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Dialog Policy case study: confirmations

filled slot confidence action

low reject

medium confirm explicitly

high confirm implicitly

very high don’t confirm at all
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Dialog State Architecture: Natural Language Generation
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Dialog State Architecture: Natural Language Generation

delexicalization



GRIDSPACE CONFIDENTIAL @2023 ALL RIGHTS RESERVED

RLHF
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Large Language Models: alignment
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Large Language Models: alignment

https://www.lesswrong.com/posts/eoHbneGvqDu25Hasc/rl-with-kl-penalties-is-better-seen-as-bayesian-inference
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Large Language Models: alignment

https://www.lesswrong.com/posts/eoHbneGvqDu25Hasc/rl-with-kl-penalties-is-better-seen-as-bayesian-inference
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Interlude: Bayesian Inference
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Large Language Models: alignment

https://www.lesswrong.com/posts/eoHbneGvqDu25Hasc/rl-with-kl-penalties-is-better-seen-as-bayesian-inference
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Large Language Models: alignment

https://www.lesswrong.com/posts/eoHbneGvqDu25Hasc/rl-with-kl-penalties-is-better-seen-as-bayesian-inference
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Large Language Models: alignment

https://www.lesswrong.com/posts/eoHbneGvqDu25Hasc/rl-with-kl-penalties-is-better-seen-as-bayesian-inference
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Lang Chain Demo

https://github.com/hwchase17/langchain
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Exercise to the Reader for Next Time

● How would you parse datetimes in frame-based systems?

● read Professor Richard Sutton's “The Bitter Lesson” (1k words)
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Solutions to TTS Exercises

● How would you normalize the following sentence: 
“Louis XI owes president Xi $1,911.11, in the year 1911”?
“Louis the eleventh owes president Xi one thousand nine hundred eleven dollars and eleven 
cents, in the year nineteen eleven”?

● Go to Microsoft’s TTS, generate a speech wav for the following text:
“The time has come. Execute order 66”
Please make it sound as sinister as possible

● Compared to training general ASR, does single speaker TTS require more or less data? Is TTS 
model size larger or smaller than ASR?
General ASR needs to recognize many accents and many different speakers whereas single 
speaker TTS only needs to produce one voice. TTS requires much less data (~10hours) vs ASR 
(>1k hours)
TTS model size is also much smaller (~10M params vs 100M params)

https://azure.microsoft.com/en-us/products/cognitive-services/text-to-speech/

